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Abstract

In a variety of problem domains, it has been observed that the
aggregate opinions of groups are often more accurate than
those of the constituent individuals, a phenomenon that has
been dubbed the “wisdom of the crowd”. However, due to
the varying contexts, sample sizes, methodologies, and scope
of previous studies, it has been difficult to gauge the extent
to which conclusions generalize. To investigate this ques-
tion, we carried out a large online experiment to systemati-
cally evaluate crowd performance on 1,000 questions across
50 topical domains. We further tested the effect of different
types of social influence on crowd performance. For exam-
ple, in one condition, participants could see the cumulative
crowd answer before providing their own. In total, we col-
lected more than 500,000 responses from nearly 2,000 par-
ticipants. We have three main results. First, averaged across
all questions, we find that the crowd indeed performs bet-
ter than the average individual in the crowd—but we also
find substantial heterogeneity in performance across ques-
tions. Second, we find that crowd performance is generally
more consistent than that of individuals; as a result, the crowd
does considerably better than individuals when performance
is computed on a full set of questions within a domain. Fi-
nally, we find that social influence can, in some instances,
lead to herding, decreasing crowd performance. Our findings
illustrate some of the subtleties of the wisdom-of-crowds phe-
nomenon, and provide insights for the design of social recom-
mendation platforms.

Introduction
Are crowds mad or wise? In his 1841 book, “Memoirs of ex-
traordinary popular delusions and the madness of crowds,”
Charles Mackay documents a series of remarkable tales of
human folly, ranging from the hysteria of the South Sea
Bubble that ruined many British investors in the 1720s,
to Holland’s seventeenth-century “tulipomania”, when in-
dividuals went into debt collecting tulip bulbs until a sud-
den depreciation in the bulbs’ value rendered them worth-
less (Mackay 1841). Decades later, in yet another classic
example, the statistician Francis Galton watched as eight
hundred people competed to guess the weight of an ox at

Copyright c© 2019, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

a county fair. He famously observed that the median of the
guesses—1,207 pounds—was, remarkably, within 1% of the
true weight (Galton 1907).

Over the past century, there have been dozens of studies
that document this “wisdom of crowds” effect (Surowiecki
2005). Simple aggregation—as in the case of Galton’s ox
competition—has been successfully applied to aid predic-
tion, inference, and decision making in a diverse range
of contexts. For example, crowd judgments have been
used to successfully answer general knowledge ques-
tions (Surowiecki 2005), identify phishing websites and
web spam (Moore and Clayton 2008; Liu et al. 2012),
forecast current political and economic events (Budescu
and Chen 2014; Griffiths and Tenenbaum 2006; Hill and
Ready-Campbell 2011), predict sports outcomes (Herzog
and Hertwig 2011; Goel et al. 2010), and predict climate-
related, social, and technological events (Hueffer et al. 2013;
Kaplan, Skogstad, and Girshick 1950). However, given the
diversity of experimental designs, subject pools, and analytic
methods employed, it has been difficult to know whether
these documented examples are a representative collection
of a much larger space of tasks that exhibit a wisdom-of-
crowds phenomenon, or conversely, whether they are highly
specific instances of an interesting, though ultimately lim-
ited occurrence.

Moreover, it is unclear whether these findings generalize
to many real-world settings where individuals make deci-
sions under the influence of others’ judgments. This question
is especially relevant today, as peer influence is oftentimes
explicitly built into online platforms. One might choose a
restaurant, watch a movie, read a news story, or purchase
a book because of the aggregated opinions of the “crowd.”
Recommender systems may display top-rated products first
by default, whose quality has been estimated as the most
popular or highly voted. In recent years, researchers have
debated whether social influence undermines or enhances
the wisdom of crowds. On the one hand, some have con-
jectured that if participants receive information about the
answers of others, that can help ground responses, leading
to greater accuracy (Faria et al. 2010; King et al. 2012;
Madirolas and de Polavieja 2015). But, on the other hand,
there is also worry that such social influence could result



in herding, which in turn could decrease collective perfor-
mance (Lorenz et al. 2011; Muchnik, Aral, and Taylor 2013;
Salganik, Dodds, and Watts 2006).

To systematically explore the wisdom-of-crowds
phenomenon—including the effects of social influence—we
carried out a large-scale, online experiment. In one of
the most comprehensive studies of the wisdom-of-crowds
effect to date, we collected a total of more than 500,000
responses to 1,000 questions across 50 topical areas. For
each question, we computed the “crowd” answer by either
taking the median response of participants (in the case
of open-ended, numerical questions) or the most popular
choice (in the case of categorical questions).

Averaged across our full set of questions, we found that
the crowd answer was approximately in the 65th percentile
of individual responses, ranked by accuracy. Our results thus
lend support to the idea that the wisdom-of-crowds effect
indeed holds on a corpus chosen to reflect a wide variety of
topical areas. Further, we found that crowd performance was
typically more consistent than the performance of individu-
als. That is, whereas the crowd performed at least modestly
better than average on all of the questions, even the best in-
dividuals occasionally performed poorly. As a result, when
we looked at performance at the level of topical domains,
rather than individual questions, the crowd performed con-
siderably better than individual respondents, with average
performance in approximately the 85th percentile.

Finally, we examined the effect of social influence, ran-
domly assigning participants to one of three different social
conditions: (1) “concensus”, in which participants saw the
cumulative crowd response before providing their own an-
swer; (2) “most recent”, in which participants saw the three
most recent answers; and (3) “most confident”, in which par-
ticipants saw three answers from the most confident individ-
uals, based on self-reported assessments. For the latter two
conditions—“most recent” and “most confident”—we found
that crowd performance was qualitatively similar to the non-
social, control condition. However, for the “consensus” con-
dition, the crowd performed worse than when respondents
did not receive any social signals. Notably, this consensus
condition mirrors the design of many online rating sites, in
which users can see the aggregate rating of others before
providing their own rating. While such a design has value
(e.g., it facilitates use by those who simply want to see the
information, rather than providing a review themselves), our
results suggest that it can also hurt the quality of results.

Related Work
The wisdom of the crowd effect
There is an extensive body of work documenting the
wisdom-of-crowds phenomenon, including properties con-
sidered for it to be successful, as well as its limitations.
While an exhaustive literature review is beyond the scope
of this paper, we focus on those studies most closely related
to ours.

Evidence of the phenomenon has been found in a
wide range of domains: estimation tasks testing real-world
knowledge regarding geographical facts and crime statis-

tics (Lorenz et al. 2011), rank ordering problems (e.g., rank-
ing U.S. presidents in chronological order) (Lee, Steyvers,
and Miller 2014; Miller and Steyvers 2011), recollecting
information from memory (Steyvers et al. 2009), and spa-
tial reasoning tasks (Surowiecki 2005). But not all studies
have been able to replicate this success. For example, Bur-
nap et al. consider crowd evaluation of engineering design
attributes and find that clusters of consistently wrong eval-
uators exist along with the cluster of experts. The authors
conclude that both averaging evaluations and a crowd con-
sensus model may not be adequate for engineering design
tasks (Burnap et al. 2015).

This lack of consensus is also evident among the set
of studies that consider prediction domains. In the con-
text of predicting outcomes for competitive sporting tour-
naments, collective forecasts were found to consistently per-
form above chance and to be as accurate as predictions based
on official rankings (Herzog and Hertwig 2011). In another
study involving a competitive bidding task, Lee et al. con-
sidered eleven different methods to aggregate answers, and
found that aggregation improves performance (Lee, Zhang,
and Shi 2011). In contrast, in the betting context consid-
ered by Simmons et al., the authors found no evidence
of a wisdom-of-crowds phenomenon. The authors attribute
the failure to the fact that “most bettors have high intu-
itive confidence and are therefore quite reluctant to aban-
don it”. Similarly, crowd predictions made by thousands
of people competing in a fantasy football league were
found to predict favorites in over 90% of the games, even
though favorites and underdogs were equally likely to win
against the spread (Simmons et al. 2010). These studies
suggest that crowd wisdom may not prevail in contexts in
which emotional, intuitive responses conflict with more ra-
tional, deliberative responses (Tversky and Kahneman 2000;
Simmons et al. 2010).

Several studies focus on the question of how to best ex-
tract collective wisdom. Numerous studies have shown that
simple aggregation techniques (e.g., using the mean or me-
dian for open-ended questions, or the majority vote for
categorical questions) often perform just as well as more
complex methods, including confidence-weighted aggrega-
tion, Bayesian methods, and the Thurstonian latent variable
model (Miller and Steyvers 2011; Griffiths and Tenenbaum
2006; Prelec, Seung, and McCoy 2017; Budescu and Chen
2014; Hemmer, Steyvers, and Miller 2010). Simple aggrega-
tion, however, has often been found to perform reasonably
well, if not on par with more complex models (Steyvers et
al. 2009), across a variety of domains.

Effects of social influence
There is also mixed evidence for a wisdom-of-crowds effect
in the presence of social influence. A series of studies have
found that social influence can improve crowd estimates.
Given that the information provided is accurate, there is ev-
idence to suggest that it may improve crowd performance.
Jayles et al. performed experiments in which subjects were
asked to estimate quantities about which they had very lit-
tle prior knowledge, before and after having received social
information. Virtual “experts” providing the correct answer



Figure 1: Sample categorical question showing the three
most recent responses, self-assessed confidence prompt, and
timer.

for each question were inserted at random into the sequence
of participants, and were found to help the group improve its
collective accuracy (Jayles et al. 2017) .

A number of studies, however, have found that social
influence may be beneficial even without this correctness
constraint. For example, Miller et al. (Miller and Steyvers
2011) found that iterative communication between subjects
on rank ordering tasks led to better estimates in reconstruct-
ing the correct answer compared to that of independent sub-
jects. In a competitive gaming context of fantasy soccer,
Goldstein et al. found that many players would do better by
simply imitating the strategy of a player who has done well
in the past, suggesting that social influence would be benefi-
cial (Goldstein, McAfee, and Suri 2014).

Another set of studies provide a more nuanced view,
showing that the type of social influence matters. In a ”guess
the number of sweets“ task, King et al. find that individuals
with access to the previous guess, mean guess, or a randomly
chosen guess, tended to over-estimate the number of sweets,
which undermined the crowd estimate. Providing the cur-
rent best guess, however, prevented very large (inaccurate)
guesses and resulted in convergence towards the true value
and accurate crowd estimates (King et al. 2012).

Page et al. ran a controlled experiment where participants
were randomly assigned to one of two network structures:
centralized, where randomly selected participants placed in
prominent positions to control information flow, or decen-
tralized, in which everyone was equally influential. The au-
thors tested crowd performance on a series of estimation
tasks (34 groups of 40 people), and found that in central-
ized networks, the accuracy of the group depended entirely
on the accuracy of a few influencers, while in decentralized
networks, the average belief or opinion became more accu-
rate after people communicated with each other (Page 2008).

In a separate study, Koriat considers a perceptual task and
a general-information task, finding that group deliberation
affected performance in the same direction, improving accu-
racy when individual accuracy was better than chance, but
impairing it when individual accuracy was below chance.
For consensually incorrect questions, group interaction im-
paired accuracy (Koriat 2015).

In contrast to this, are a number of studies that find evi-
dence of social influence undermining the wisdom of crowd

Figure 2: Example screenshot shown upon completion of a
domain. The left panel shows the participant’s rank in the
domain relative to all other participants and to the crowd.
The right panel shows the series of avatars the participant
has yet to unlock as they progress through the game and
complete domains.

effect. For simple factual estimation tasks, Lorenz et al.
find that subjects who could reconsider their response af-
ter having received average or full information of previous
responses converged to worse answers (Lorenz et al. 2011).
Knowledge about estimates of others was found to narrow
the diversity of opinions, which undermined the wisdom of
crowd effect by diminishing the diversity of the crowd with-
out improvements of its collective error and shifting the po-
sition of the truth to peripheral regions of the range of esti-
mates,

Muchnik et al. (Muchnik, Aral, and Taylor 2013) ran a
large-scale randomized experiment on a Reddit-like website,
finding that disclosing prior ratings created significant bias
in individual rating behavior, leading to herding effects that
were consequential to collective outcomes. In a cultural mar-
ket setting, Salganik et. al. studied the effects of social influ-
ence on an online music platform where over 14,000 par-
ticipants downloaded up to 48 previously unknown songs,
either with or without knowledge of previous participants’
choices. The authors found that increasing the strength of
social influence increased both inequality and unpredictabil-
ity of success. Success was also only partly determined by
quality: the best songs rarely did poorly, and the worst rarely
did well, but any other result was possible (Salganik, Dodds,
and Watts 2006).

Experiment Design
To systematically investigate the wisdom of crowds phe-
nomenon, and particularly the effects of social influence on
collective judgment, we conducted a large-scale online ex-
periment in which participants could answer up to 1,000
questions drawn from 50 topical domains. Each domain in-
cluded questions on a specific topic, and was comprised of
either 20 open-ended questions with numerical answers, or
20 categorical questions with categorical answers. Domains
spanned four different types of media (text, image, video and
audio) and included tests of explicit knowledge (e.g., factual
questions, popular culture, spatial reasoning), tacit knowl-
edge (e.g., emotional intelligence, foreign language skills),
and prediction ability (e.g., election outcomes, box office



Proportion
Female 50%
Male 49%
Decline to answer 1%
Age (18 – 24) 12%
Age (25 – 30) 26%
Age (31 – 40) 31%
Age (41 – 50) 16%
Age (51 – 60) 10%
Age (over 60) 4%
Some High school 6%
High school graduate 9%
Some college 32%
College graduate 38%
Some postgraduate work 4%
Post-graduate degree 10%

Table 1: Respondent characteristics, n=1,707.

success of upcoming movies). The full list of domains is
listed in Table 2. In addition to asking respondents to an-
swer the substantive questions, we elicited self-reported con-
fidence from participants (on a 5-point scale) for each ques-
tion.

To examine the effect of social influence, participants
were randomly assigned to one of four different condi-
tions in which they saw varying degrees of information on
the responses of others: “consensus”, “most recent”, “most
confident”, and a control condition where respondents re-
ceived no social information. The “most recent” condition
displayed the previous three responses to the question. The
“consensus” condition displayed the three most frequently
selected responses in order from highest to lowest if the
question was categorical, and the median answer up to that
point if the question was open-ended. Finally, the “most
confident” condition displayed the previous three responses
with the highest self-reported confidence 1. In all three social
influence conditions, the first three participants to respond
did not see any information about previous answers.

The experiment was run for three weeks on Amazon’s
Mechanical Turk. Domains were presented to participants
in random order. Respondents were paid a flat amount of
$0.40 for each completed domain. To incentivize accuracy,
respondents received an additional bonus payment based on
their ranking relative to others who completed the task. The
bonus payment ranged from 0 to $0.20, with an average pay-
ment of $0.10 per completed domain. In total, respondents
earned, on average, approximately $9 per hour.

We also incorporated several gamification aspects in or-
der to encourage continued participation. In particular, re-
spondents progressed through a series of avatars that they
“unlocked” as they completed domains. A timer was also
included for each question, which served both to discourage
respondents from looking up information online and also to
provide a timed objective to increase engagement. Figures 1
and 2 show screenshots of the online platform that was used

1If there were more than three responses having the highest con-
fidence level, three of these answers were chosen at random to be
displayed.

to collect responses.
We asked respondents to answer questions on their own,

without the aid of any outside materials. Although we do
not have reason to believe that participants deviated from
these instructions, we cannot be sure that it did not happen. If
such behavior did occur, these individuals can be considered
“experts” for our purposes.

Domain and question generation
A total of 50 domains were selected to cover a large variety
of knowledge categories. Within each domain, the 20 ques-
tions were crowdsourced to a volunteer group of nearly 100
undergraduate students who were instructed to find an on-
line corpus of questions for each domain and to then select
20 questions at random. For example, for the domain that
asked participants to estimate the population of a country,
the students compiled a list of all countries in the world,
and selected a set of 20 at random. In effect, we thus used
a crowd to help design and study the wisdom of crowds at
scale. In 5 of the 50 domains, we asked participants to esti-
mate the likelihood of a future event—like the election of a
world leader or the winner of a sporting contest—on a scale
from 0% to 100%. The “correct answer” for these domains
was defined to be 100 if the event ultimately occurred, and 0
if it did not occur.

Before launching the experiment, the full corpus of ques-
tions and the selection strategy proposed by the undergrad-
uate students was reviewed by the authors. Prior to running
the full experiment, six small pilot tests were run on Me-
chanical Turk. The pilot tests helped us to ensure that the
questions were clearly phrased, and of appropriate difficulty.
In particular, we aimed to avoid questions for which there
was no scope to develop expertise, or all respondents were
expected to have expertise, as there is little room to observe
a wisdom-of-crowds effect at these extremes. For example,
asking U.S. respondents on what date the holiday of “July
4th” occurs is a valid question, but would not constitute a
sensible choice as the answer is given in the question.

Stanford’s IRB reviewed and approved our research
project. Prior to beginning the experiment, we provided par-
ticipants with an information page that explained the pur-
pose of the study and the payment scheme, and emphasized
that all data collected were de-identified. Participants had
the option to cease answering questions at any point dur-
ing the study without providing any reason. Participation
was restricted to English-speaking respondents in the United
States.

Measuring crowd performance
We analyze crowd performance at two levels of aggregation:
the question-level and the domain-level (i.e., across a group
of 20 questions on a specific topic). At the question-level, we
define the crowd answer for open-ended questions to be the
median of all responses; and for categorical questions, the
crowd answer is defined to be the most popular response.
In both cases, we measure the relative accuracy of crowd
answers in terms of its percentile rank among the individ-
ual responses for that question. For example, a percentile



Category Question prompt Type of media Question type
Knowledge What year was this building built in? Image Open-ended
Knowledge In which year was this book published? Image Open-ended
Knowledge In what year was the car manufactured ? Image Open-ended
Knowledge In what year was this painting created? Image Open-ended
Knowledge What is the population of [country name]? Image Open-ended
Knowledge In what year did the [famous historical event] occur? Text Open-ended
Knowledge What language is this? Audio Categorical
Knowledge Various logic puzzles. Image Categorical
Knowledge What is the species of this tree? Image Categorical
Knowledge What is the name of this constellation? Image Categorical
Knowledge Which country is the bill from? Image Categorical
Knowledge Which country does this flag belong to? Image Categorical
Knowledge Which country does this land border correspond to? Image Categorical
Knowledge What is the name of this flower? Image Categorical
Knowledge Which of the following is a synonym for [word]? Text Categorical
Knowledge What is the breed of this dog? Image Categorical
Knowledge In which language is the text is written? Image Categorical
Knowledge Which pair of words has the same relationship as [X] : [Y]? Text Categorical
Knowledge Who composed this [famous classical music piece]? Audio Categorical
Knowledge What is the per-capita GDP of [name of country] in US dollars? Text Open-ended
Popular culture In which year was this movie released? Image Open-ended
Popular culture How many times will the following message be re-tweeted? Image Open-ended
Popular culture How old is [celebrity name]? Text Open-ended
Popular culture What does [common saying] mean? Text Categorical
Popular culture Which artist/band interpreted this song? Audio Categorical
Popular culture Which magazine published the headline? Image Categorical
Popular culture In which of the following movies was this featured as a theme song? Audio Categorical
Tacit How many calories does this [food item] contain? Image Open-ended
Tacit Estimate the price in USD as listed on Amazon for the following product. Image Open-ended
Tacit What is the average energy consumption of a typical [name of common appliance] in Watts? As

a benchmark, a typical light bulb uses 60 - 100 Watts.
Image Open-ended

Tacit What emotion is being expressed in this image? Image Categorical
Tacit What language is this? Audio Categorical
Tacit In which direction will the ball go? Video Categorical
Tacit Which of these [category] and [products] had the highest sales revenue in the U.S. in 2016? Text Categorical
Tacit Will the following product be funded by Kickstarter? Image Categorical
Tacit On what date in 2017 will [name of U.S./international holiday] fall? Text Categorical
Tacit What musical instrument is this? Audio Categorical
Tacit Was this US election news story real? Image Categorical
Tacit Various questions related to negotiation skills, business ethics, and interview skills. Text Categorical
Tacit Various questions regarding civil rights in the U.S. relating to privacy and police encounters. Text Categorical
Spatial reasoning What is the distance in miles between [name of state, city in the U.S.], and [name of state, city

in the U.S.]?
Text Open-ended

Spatial reasoning How many [country name] fit into the continental U.S.? Image Open-ended
Spatial reasoning What is the weight of this object (in pounds)? Image Open-ended
Spatial reasoning Under which cup is the ball located at the end of the trick? Video Categorical
Spatial reasoning Various spatial reasoning puzzles. Image Categorical
Prediction What is the likelihood that [political event] will occur before [date in 2017]? Text Open-ended
Prediction What do you think the rating for this movie will be on Rotten Tomatoes? Image Open-ended
Prediction What is the likelihood that [movie name] will win the Academy Award for [Academy award

category]?
Image Open-ended

Prediction What is the likelihood that [ technology / business event ] will occur before [date in 2017]? Text Open-ended
Prediction Which round will the [name of U.S. basketball team] make it to in the 2017 NCAA Tournament? Text Categorical

Table 2: Category, prompt, media, and question type for the 50 domains tested.

rank of 70% means the crowd performed better than 70%
of individuals who answered that question. Specifically, we
first rank order the individual responses and the crowd an-
swer by their distance from the ground truth. In the case of
open-ended questions, this distance is simply the absolute
error of the response; and in the case of categorical ques-
tions, the distance is 0 if the response was correct and 1 oth-
erwise. If there are ties—which occurs often for categorical
questions—the rank of each tied entry is the average position
for those ties in the list, which is the default behavior in R’s

rank function. Finally, to convert from ranks to percentiles,
we divide by n+ 1, where n is the number of individual re-
sponses for that question, and we add 1 to account for the
fact that the crowd answer is also in the ranked list.

The vast majority of studies on the wisdom-of-crowds ef-
fect have focused on question-level analysis. However, in
many real-world contexts, groups are called upon for re-
peated assessments in a focused domain. Some examples in-
clude corporate boards, hedge fund managers, and academic
review committees. To compute domain-level crowd perfor-
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Figure 3: Crowd ranks for categorical and open-ended
questions. The dotted lines represent the mean crowd rank
(the 60th and 66th percentile for categorical and open-
ended questions, respectively).

mance, we first create an aggregate domain-level score for
each respondent—where we treat the “crowd” as an addi-
tional respondent. For categorical questions, a respondent’s
domain-level score is simply the number of questions an-
swered correctly. For open-ended questions, a respondent’s
domain-level score is that individual’s average question-
level rank. Then, as before, we define the relative perfor-
mance of the crowd as its percentile rank among the domain-
level scores for all respondents who completed that domain.

For our three social influence conditions, we likewise
compute question-level and domain-level crowd perfor-
mance. In this case, we compute the crowd answer based on
the responses in the social condition, but in order to make
consistent comparisons, we compute relative performance
by benchmarking to the respondents in the control condi-
tion.

Results
We received approximately 510,000 responses from 1,707
respondents. On average, more than 100 individuals an-
swered each of the 1,000 questions under each of the four
experiment conditions (one control condition plus three so-
cial influence conditions). In total, 50% of participants were
female, the median age was 37, and 84% of respondents re-
ported having at least some college education (Table 1).

Question-level crowd performance
We start by considering question-level performance. We find
that the average question-level crowd percentile rank for
open-ended and categorical questions is 66 (s.e. 0.8) and 60
(s.e. 0.6), respectively. Thus, on a large and diverse corpus
of questions, we find evidence that the crowd, on average,
indeed outperforms the typical member of the constituent
group.

There is, however, significant variation in crowd perfor-
mance across questions, as shown in Figure 3. Whereas on
some questions, the crowd achieves only a modest improve-
ment over individual respondents, on others the crowd re-
sponse achieves almost perfect performance, ranking above
the 95th percentile. On some questions—particularly among
the categorical questions—the crowd even ranks below 50%,
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Figure 4: Crowd ranks for categorical and open-ended and
domains. The dotted lines represent the mean crowd rank
(the 87th and 86th percentile for categorical and open-
ended domains, respectively).

apparently worse than the average member of the group. We
note though, that this is in large part a statistical artifact of
how ties are broken when computing crowd performance.

These results have two, somewhat different interpreta-
tions. On the one hand, our data support the conventional
wisdom that crowds often perform better than the average
member of the crowd. But, on the other hand, the amount of
heterogeneity we see indicates that the wisdom-of-crowd ef-
fect is highly context dependent. This variation suggests that
there is considerable nuance in when a wisdom-of-crowds
effects holds, and helps to explain why past studies have not
consistently found crowds to outperform individuals.

Domain-level crowd performance
We next consider domain-level performance, finding that the
mean domain-level crowd percentile rank is 86 (s.e. 2.9) for
open-ended domains and 87 (s.e. 2.2) for categorical do-
mains. In particular, domain-level performance is consider-
ably better than question-level performance—by more than
20 percentage points, on average. Further, as shown in Fig-
ure 4, domain-level performance is quite good in nearly all
of the domains we consider. In Figure 5a, we directly com-
pare question-level and domain-level performance for every
domain. Specifically, for every domain, we compare the av-
erage question-level performance of the crowd (on the hor-
izontal axis) to the domain-level performance (on the verti-
cal axis). For every domain, there is a sizable improvement
when moving from individual questions to a domain-level
aggregate. Thus, at the level of domains, we find that there
is a large and consistent wisdom-of-crowds effect.

To better understand what drives this jump in performance
for domains compared to individual questions, we placed
domains on a spectrum that reflects differentiation in exper-
tise. For our purposes, we quantified such differentiation by
first computing the consistency of each individual respon-
dent across questions in that domain. For example, if the
typical respondent achieved similar performance across the
full set of questions in a domain—meaning that some re-
spondents consistently did well and others consistently did
poorly—we considered that a “high differentiation” domain.
One such domain was estimating the population of vari-
ous countries, where, apparently, some respondents could do
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Figure 5: (a) Domain crowd ranks are greater than or
equal to the average question-level crowd rank for con-
stituent questions for every domain. (b) The improvement in
crowd percentile rank is positively correlated to the amount
of variability (standard deviation) in subject performance.
(c) Distribution of ranks for a high performing respondent,
a low performing respondent, and the crowd, for two sample
domains. Both domains had an average question percentile
rank of 62, but the crowd domain-rank improved by 32 per-
centage points in the low-differentiation domain (estimating
retail prices), and only 13 percentage points in the high-
differentiation domain (estimating country population).

this task quite well and others could not. Conversely, if the
typical respondent exhibited high variability in performance
across questions, we considered that a “low differentiation”
domain. As an example, we found little differentiation in
performance when estimating the retail price of an item. At
least in our pool of respondents, participants did not easily
partition into “experts” and “non-experts” in this domain.

For these example “high differentiation” and “low differ-
entiation” domains, Figure 5c graphically depicts the distri-
bution of performance for low-performers (performing at the
20th percentile, in green), high-performers (performing at
the 80th percentile, in blue), and the “crowd” (dashed line).
Both domains had similar average question-level crowd rank
of about 65%. But, importantly, in the high-differentiation
domain (estimating population), the high-performing re-
spondent does consistently better than the crowd; in the low-
differentiation domain (estimating prices), that pattern does
not hold. As a result, when aggregated to the domain-level,
the crowd outperforms nearly all respondents in the low-
differentiation domain, jumping 32 percentage points from
question-level performance to domain-level performance. In

Question-level Domain-level
Social Condition Open-ended Discrete Open-ended Discrete
Control 66 (0.22) 60 (0.72) 86 87
Most recent 69 (0.17) 60 (0.72) 88 85
Most confident 67 (0.16) 59 (0.71) 81 83
Consensus 63 (0.19) 57 (0.67) 81 80

Table 3: Mean crowd percentile rank for open-ended and
categorical domains (20 and 30 domains, respectively). Ab-
solute crowd performance is given in parenthesis: average
absolute relative errors are reported for open-ended ques-
tions, and the proportion of questions the crowd got correct
are reported for discrete questions.

the high-differentiation domain, there is a persistent subset
of “experts” that the crowd cannot beat, and, accordingly,
the question-level to domain-level jump is only 13 percent-
age points.

Figure 5b adds more quantitative detail to this pattern.
On the horizontal axis, domains are ordered by average
within-respondent standard deviation in performance, with
low standard deviation (high differentiation) domains on the
left, and high standard deviation (low differentiation) do-
mains on the right. The plot confirms the intuition from
our two examples above: the jump from question-level to
domain-level performance (on the vertical axis) increases as
one moves from high-differentiation to low-differentiation
domains.

The effect of social influence on crowd performance
We conclude our analysis by investigating the wisdom-of-
crowd effect in the presence of social influence. To recap,
respondents were randomly assigned to one of three so-
cial conditions: “consensus”, “most recent”, or “most confi-
dent”, or the control condition (in which there was no social
influence).

Our results are summarized in Table 3, which displays
the absolute performance and mean rank across all ques-
tions and domains by question-type, and in Figure 6, which
shows the mean difference in performance between each so-
cial condition and control, averaged across all questions and
domains 2.

Notably, the “consensus” condition exhibits worse per-
formance than control, both for question-level and domain-
level measures of performance, and for both open-ended and
categorical questions. (In the case of open-ended questions
evaluated at the domain level, the point estimate indicates
that “consensus” is worse than “control”, but the result is
not statistically significant; in the other three combinations,
the gap is statistically significant.) For the other two so-
cial conditions—“most recent” and “most confident”—we
do not find statistically significant differences from the con-
trol condition. In the case of “most confident”, we note that
our results are in line with previous work that finds that
methods which incorporate self-reported confidence do not
lead to improvement in group estimation (Madirolas and de

2As an additional benchmark, the average probability of ran-
domly guessing the correct answer on categorical questions is 0.25.
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Figure 6: Question-level and domain-level crowd percentile
ranks benchmarked to respondents in the control condi-
tion. The y-axis represents the difference between the social
crowd and the control crowd, averaged across all questions.
Error bars represent the 95% confidence interval of the av-
erage difference. Displaying the consensus answer leads to a
significant decrease in average crowd performance for both
discrete and open-ended questions.

Polavieja 2015).
Why does seeing the “consensus” answer degrade per-

formance? Our data suggest that it is because respondents
heavily anchor to the “consensus” response, prompting vi-
cious cycles in which initially inaccurate responses can pull
down the entire crowd. To see this, we partition questions
into those that had “accurate” starts and those that had “in-
accurate” starts, based on the initial three responses. The
first three respondents never saw any social cues, so those
that happened to start in a worse position did so by chance
alone. As shown in Figure 7, the crowd rank for questions
with inaccurate starts (i.e., those for which the median or
modal answer of the first three respondents ranks in the
bottom 50th percentile) does not rebound in the consensus
condition. This anchoring effect occurs even though partici-
pants are shown the total number of responses on which the
consensus is based. However, in the other two social condi-
tions, the crowd seems able to recover, appropriately ignor-
ing initial inaccuracies. This result suggests that care should
be taken when incorporating social influence into platforms
that leverage the wisdom of crowds, as an initial “madness”
could have long-lasting consequences.

Conclusion
In one of the largest experiments to date on the wisdom-
of-crowds effect—involving 1,000 questions, nearly 2,000
participants, and over 500,000 responses—-our results paint
a nuanced picture of the phenomenon. When analyzing per-
formance at the level of individual questions, as is standard
in the literature, we find the crowd, on average, outperforms
its constituent members. But there is also substantial vari-
ation across questions—even across questions within a sin-
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Figure 7: Cumulative crowd rank, grouped by initial per-
formance. Initial performance is measured by the percentile
rank of the median of the first three responses. An inaccurate
start indicates a percentile rank of 50 or below. The con-
sensus condition does not rebound from poor initial starting
positions.

gle domain—indicating that the wisdom-of-crowds effect is
sensitive to the exact context. However, when we aggregate
to the level of domains, the crowd quite consistently outper-
forms individuals, often by a large margin. This difference
between question-level and domain-level performance ap-
pears to stem from the fact that even “expert” respondents do
not always perform well. The consistency of the crowd leads
to cumulative advantages when performance is measured
on an extended battery of questions. Finally, we examined
the effect of social influence on crowd performance. Show-
ing social cues related to recent or confident answers does
not appear to qualitatively affect our results. But showing
respondents the crowd’s current consensus can trigger cas-
cades, in which initial inaccuracies persist, degrading overall
performance.

At least since Galton’s vox populi over a century ago,
there has been enduring interest and investigation into the
power of collective judgments. To this expansive literature—
which has applied a wide variety of analytic methods to
study a diverse set of domains and populations—we have
attempted to bring a degree of consistency, testing perfor-
mance on a large corpus of questions in a uniform manner
and on a fixed population. Our approach has, we believe,
helped us shed new insights on an old phenomenon, though
it also leaves many questions unanswered. Among those are
what domain characteristics explain the variance in crowd
performance, strategies for anticipating which domains may
be amenable to leveraging collective intelligence, and de-
veloping other crowd selection and aggregation approaches
that might improve crowd performance in these domains.
We hope, though, that our work provides firmer footing for
future researchers to continue investigating the wisdom of
crowds.

Data availability

The data collected during the experiment, along with
any media provided for each question are available at
https://github.com/stanford-policylab/wisdom-of-crowds.
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